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ABSTRACT 

In this work, we propose a new Poisson regression model for count data by incorporating the 

parameter (t) in the normal Poisson probability distribution function. The mean, variance, maximum 

likelihood estimation and Fisher’s information for the proposed model were also formulated. Poisson 

regression model do not just analyze the data, but also tested for disparity in the mean and variance of 

count data. Verification of the proposed model was carried out on the data obtained from the 

Obstetrics & Gynecology directorate of Ondo State Specialists Hospital, Akure, Nigeria for the period 

2005-2014 using the R package. The dispersion parameter (DP) is 1.0028, showing a clear absence of 

over dispersion in the data, also there exist a year to year variation in the occurrence of incidence of 

maternal death. Hence, the new Poisson model is appropriate for the data used. 

Keywords: Mean, Variance, distribution function, dispersion 

1.0 INTRODUCTION 

The International Code of Diseases (ICD-10) defines maternal mortality as the death of a woman 

while pregnant or within 42 days of termination of pregnancy, irrespective of the duration and site of 

pregnancy, from any cause related to or aggravated by the pregnancy or its management, but not from 

accidental or incidental causes (WHO et al, 2007).  At the close of the last century, sub-Saharan 

Africa still experienced high maternal mortality rates, with the goal of the provision of conditions 

conducive to safe motherhood eluding many governments (WHO et al, 2015). For many years, in 

spite of the efforts exerted in this regard, the evidence shows that the rate of maternal death was on 

the rise.  

Poisson distribution is a discrete probability distribution that expresses the probability of a given 

number of events occurring in a given fixed interval of time or space if these events occur with a 

known average rate and independently of the time since the last event. Poisson distribution can be 

used to explain the behavior of the discrete random variables where the probability of occurrence of 

the event is very small and the total number of possible cases is sufficiently large. Poisson regression 

is similar to the regular multiple regressions except that the response variable (Y) is an observed count 

that follows the Poisson distribution. The aim of regression analysis in this instance is to model the 

dependent variable Y as the estimate of outcome using some or all of the explanatory variables. When 

the response variable is normally distributed we found that its mean could be linked to a set of 

explanatory variables using a linear function. A typical Poisson regression model expresses the log 

outcome rate as a linear function of a set of predictors. 

Several renowned researchers in the field of Statistics had worked on incidence of maternal mortality 

using several statistical tools such as descriptive statistics and time series. While time series analysis 

shows the trend of occurrences and forecasts on the future occurrence base on the past data, Poisson 

regression model tends to analyze the data, test for disparity in the mean and variance of the data. 

Bucher et al (1976) examines racial differences in the incidence of ABO hemolytic disease by 

examining records for infants born at the North Carolina Memorial Hospital. Fisher et al (1922) 

considered the accuracy of the plating method of estimating the density of bacterial populations. 

Aitkin el al. (1990) and Renshaw (1994) each respectively fitted the Poisson model to two different 

sets of U.K. motor claim. The Poisson quasi likelihood model had been suggested to accommodate 

over-dispersion in claim count and this was applied to the count data of U.K. own damage motor 

claims by Brockman and Wright to take into account the possibility of within-cell heterogeneity 

(Noriszura & Abdul, 2007). Researchers like Smart & Abena (2013), Yunos et al (2016) and Zamani 

et al (2014, 2016) had worked on various Poisson models with applications to but not limited to 

count, survey and health care data. 
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This research work therefore formulating a new and an appropriate Poisson regression model to fit 

count data on maternal mortality by incorporating the variable t. 

2.0  INTERMEDIATE SESSIONS 

2.1 MODEL METHODOLOGY  

Since maternal deaths are considered a count data, Poisson regression model was specified with the 

years as covariate, maternal death cases as the response variable and the time (in years) as the 

predictor variable. Class of generalized linear models (Nelder and Wedderburn, 1972) provided a 

unified framework to study various regression models such as the Poisson regression model. The 

Poisson model assumes that the variance of the count data is equal to the mean (Agrestin, 2007).  

The Poisson distribution models the probability of y events (death) with the formula.  

Pr(Y = y|𝜇) =  
𝑒−𝜇𝜇𝑦

𝑦!
    (y = 0,1, 2,…) 

The probability of y events is then  

Pr(Y = y|𝜇, 𝑡) =  
𝑒−𝜇𝑡(𝜇𝑡)𝑦

𝑦!
    (y = 0,1,2,…) 

2.2 NEW POISSON REGRESSION MODEL 

From the fundamental of the linear regression model: 

𝑌 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽3𝑋3 + ⋯ + 𝛽𝑘𝑋𝑘.  

Logarithm of the response variable is linked to a linear function of explanatory variables loge(𝑌) =

𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽3𝑋3 + ⋯ + 𝛽𝑘𝑋𝑘𝑎𝑛𝑑Y = (𝑒𝛽1𝑥1)(𝑒𝛽2𝑥2) … (eβkxk). 

This implies that, Poisson regression model expresses the log outcome rate as a linear function of a set 

of predictors 

In Poisson regression, we suppose that the Poisson incidence rate µ is determined by k regressor 

variables (the X’s).The expression relating in these quantities is 

𝜇 = 𝑡 𝑒𝑥𝑝(𝛽0 + 𝛽1𝑋1 +  𝛽2𝑋2 + 𝛽3𝑋3 + ⋯ + 𝛽𝑘𝑋𝑘) 

Note that often, 𝑋1= 1 and β1 is called the intercept. The regression coefficients 𝛽1,𝛽2,…,𝛽𝑘are 

unknown parameters that are estimated from a set of data. Their estimates are labeled𝑏1,𝑏2,…, 𝑏𝑘. 

Using this notation and incorporating the parameter t (time), the fundamental Poisson regression 

model for an observation is written as 

𝑃𝑟 (Yi = 𝑦𝑖 |𝜇𝑖𝑡𝑖) =
𝑒−𝜇𝑖𝑡𝑖(𝜇𝑖𝑡𝑖)𝑦𝑖

𝑦𝑖!
 

Where: i=1,2,3….,10 (number of years of occurrence) 

𝜇 =  𝑡𝑖𝜇( ′𝛽) 

 =𝑡𝑖𝑒𝑥𝑝(𝛽1𝑖𝑋1𝑖 +  𝛽2𝑋2𝑖 + 𝛽3𝑖𝑋3𝑖 + ⋯ + 𝛽𝑘𝑖𝑋𝑘𝑖) 

That is, for a given set of values of the regressor variables, the outcome follows Poisson distribution. 

Hence the Poisson regression model used in this study is given by 
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Y~ 𝑃𝑜𝑠𝑠𝑖𝑜𝑛[𝑡𝑖𝜇, (𝑋𝑖 , 𝛽)]𝑖 = 1,2,…,n 

Where t is the time length in which events occur, which is known. 

Hence the probability distribution function of the Poisson regression model is given by 

𝑃𝑟(𝑌𝑖 =  𝑦𝑖) =
(𝑡𝑖𝜇(𝑋𝑖,𝛽))

𝑦𝑖

𝑦𝑖!
𝑒−𝑡𝑖𝜇(𝑋𝑖,𝛽)                                                                                    (1.0) 

Where  

𝜇(𝑋𝑖, 𝛽) =  𝑒𝑋𝑖𝑡𝛽 ≥ 0                                                                                                                 (1.1) 

E[𝑌] =  𝑡𝑖𝜇(𝑋𝑖 , 𝛽) =  𝑣𝑎𝑟[𝑌]                                                                                                           (1.2)                                                                                    

2.3 FORMULATION OF MAXIMUM LIKELIHOOD ESTIMATION 

The maximum likelihood estimation is formulated as follows: 

From equation (1.0) 

L(y,𝛽) = ∏ 𝑃𝑟(𝑌𝑖
𝑛
𝑖=1  = 𝑦𝑖) =𝑒− ∑ 𝑡𝑖𝜇(𝑋𝑖,𝛽)𝑛

𝑖=1 ∏
(𝑡𝑖𝜇(𝑋𝑖,𝛽) )𝑦𝑖

𝑦𝑖!

𝑛
𝑖=1                   (1.22)                               

Taking the natural log of the likelihood 

LnL(y,𝛽) =− ∑ 𝑦 ln( 𝑡𝑖𝜇(𝑋𝑖, 𝛽)𝑛
𝑖=1 + ∑ 𝑦 ln( 𝑡𝑖𝜇(𝑋𝑖 , 𝛽)𝑛

𝑖=1 ) + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡independent 

of𝛽                                                                                                                                                     (1.23) 

LnL(y,𝛽) = ∑ 𝑦 ln( 𝑡𝑖𝜇(𝑋𝑖 , 𝛽)𝑛
𝑖=1 ) − ∑ 𝑦 ln( 𝑡𝑖𝜇(𝑋𝑖 , 𝛽)𝑛

𝑖=1                                                       (1.24) 

Taking the partial derivative of the likelihood function and equating to zero we have 

𝑆𝑗(𝛽) →
𝜕lnl(y,𝛽)

𝜕𝛽𝑗
→ ∑ 𝑦

𝑒𝑋𝑖𝑡𝛽

𝑒𝑋𝑖𝑡𝛽

𝑛
𝑖=1 𝑥𝑖𝑗− ∑ 𝑡𝑖

𝑛
𝑖=1 𝑒𝑋𝑖𝑡𝛽𝑥𝑖𝑗 = 0                                                (1.25)                               

𝑆𝑗(𝛽) → ∑ (𝑦 − 𝑡𝑖
𝑛
𝑖=1 𝑒𝑋𝑖𝑡𝛽𝑥𝑖𝑗) = 0                                                                                               (1.26) 

�̂�𝑗(𝛽) =  (
𝑆1(�̂�)

⋮
𝑆𝑝(�̂�)

) = 𝑋𝑡(�̂� − �̂�)                                                                                                  (1.27) 

�̂� =  (
𝑡𝑖𝑒𝑋𝑖𝑡𝛽

⋮

𝑡𝑖𝑒𝑋𝑖𝑡𝛽

)                                                                                                                          ( 1.28) 

Equations (1.27) and (1.28) are called score equations. 

2.4  FORMULATION OF THE FISHER INFORMATION OF POISSON 

REGRESSION 

From Equation (1.22) 

𝜕lnl(y, 𝛽)

𝜕𝛽𝑗
=  ∑(𝑦 − 𝑡𝑖

𝑛

𝑖=1

𝑒𝑋𝑖𝑡𝛽𝑥𝑖𝑗)           (1.29)                                                                               
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𝜕2lnl(y, 𝛽)

𝜕𝛽𝑟𝛽𝑠
=  

𝜕

𝜕𝛽𝑟
((𝑦 − 𝑡𝑖𝑒𝑋𝑖𝑡𝛽𝑥𝑖𝑗))                                                                                 (1.30) 

𝜕2lnl(y, 𝛽)

𝜕𝛽𝑟𝛽𝑠
=  − ∑ 𝑡𝑖𝑒𝑋𝑖𝑡𝛽

𝑛

𝑖=1

𝑥𝑖𝑠𝑥𝑖𝑟                                                                            (1.31) 

IRS → 𝐸 (−
𝜕2lnl(y,𝛽)

𝜕𝛽𝑟𝛽𝑠
) =  ∑ 𝑡𝑖𝑒𝑋𝑖𝑡𝛽𝑛

𝑖=1 𝑥𝑖𝑠𝑥𝑖𝑟                                                                                                (1.32) 

→ (𝛽) → (𝑖𝑟𝑠)𝑟,𝑠 = 1,2, … , 𝑝 =  𝑋𝑡𝐷(𝛽) 𝑋 

Where 𝐷(𝛽) = 𝑑𝑖𝑎𝑔 

2.5  MODELS VALIDATION 

The models was validated using R package on maternal deaths data obtained at the Bio-Statistics 

Department of the Obstetrics & Gynecology directorate of the State Specialists Hospital (OSSH) in 

Akure, Nigeria for the period of January 2005 to December 2014.  

2.6 RESULTS AND DISCUSSIONS 

Analysis carried out on the data shows that the mean incidence of maternal deaths was high especially 

in years 2009 and 2013 with 0.79 and 0.75 percent respectively. 

In assessing the goodness of fit for incidence of maternal mortality model, R statistical package was 

used to fit the data and the results are presented in Table 1 below. 

Table 1: Criteria for Assessing Goodness of Fit for Incidence of Maternal Mortality Model 

Criteria for assessing Goodness of fit 

Criterion DF Value Value/DF 

Deviance 99 98.7236 1.0028 

Scaled 

Deviance 

99 98.7236 1.0028 

Pearson 

Chi-square 

99 98.6645 1.0034 

Scaled 

Person chi-

square 

99 98.6645 1.0034 

Log 

likelihood 

 292.2932  

Table 1 above showed that the dispersion parameter (DP) is 1.0028, indicating a clear absence of over 

dispersion in the data. Hence, Poisson model is an appropriate model. 

The result of the parameter estimates of the maternal mortality using the new proposed Poisson 

regression model is presented in table 2 below. 

Table 2:  Parameter estimate of incidence of maternal mortality 

Parameter Time DF Estimate Std.Error Wald 95% 

C.I 

Chi-

square 

P-value 

Intercept  1 2.0790 0.3536 1.386 2.772 34.593 0.001 

Year 2005 1 0.1180 0.4859 -0.835 1.070 0.059 0.808 

Year 2006 1 -0.470 0.5701 -1.587 0.647 0.680 0.410 

Proceedings 61th ISI World Statistics Congress, 16-21 JULY 2017, Marrakech (Session PP-A06) P. 1805

 

 



Year 2007 1 0.318 0.4647 -0.592 1.229 0.470 0.493 

Year 2008 1 0.348 0.5000 -0.980 0.980 0.000 1.000 

Year 2009 1 -2.079 1.0607 -4.158 -.001 3.844 0.050 

Year 2010 1 -0.134 0.5175 -1.148 0.881 0.067 0.796 

Year 2011 1 0.223 0.4743 -0.707 1.153 .221 0.638 

Year  2012 1 0.223 0.4748 -0.707 1.156 0.224 0.636 

Year  2013 1 0.225 0.4787 -0.709 0.141 0.221 0.151 

Year 2014 0 0 0 0 0   

Scale  0 1 0 1 1   

From the result obtained above, the linear form or the model of the significant maternal death can be 

written in the form 

𝑌5̂ = 2.0790 − 2.079𝑋5 

Table 2 shows that there was a statistically significant maternal mortality incidence in the year 2009 

relative to year 2014, the chi-square value is 3.844 with p-values of 0.050. Hence compared to year 

2014, incidence of maternal death was significantly high in 2009. The changes in the signs of the 

estimated values of the parameter shows that there is no constant rate of incidence of maternal deaths 

for the ten year period. That is there is a year to year variation in the occurrence of incidence of 

maternal death. Finally, since all the p- values are greater than 0.05 except for year 2009, there is 

statistical evidence that the model fits the data appropriately. 

3.0 CONCLUSION 

This study showed that Poisson regression model is the most suitable for analyzing count data as far 

as the assumptions of the model are satisfied. As much as Poisson regression model is a suitable 

model for analyzing count data, the major challenge may be the problem of over-dispersion or under-

dispersion of data set which was adequately taken care of in our data set. It can also be concluded 

from the analysis that within ten (10) years period, years 2009 and 2013 recorded the highest deaths 

of 17 and 15 respectively. From the estimated Poisson regression model, changes in the sign of the 

parameters from year 2005 to 2013 shows that the mean incidence of maternal deaths at the hospital 

changes from year to year compared to 2014 which happened to be the referenced year. The results 

also showed that there is statistically significant maternal mortality incidence in 2009. 

This study recommend that, to solve the problem of over-dispersion or under-dispersion which may 

occur in any count data set, other extension of Poisson regression model such as negative Binomial 

model and the excess zero inflated models should be utilized. 
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