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Abstract

Spatial Quantile Regression model is proposed to estimate the quantile curve for a given probability of
non-exceedance, as function of the covariates and the location. C-vines are considered to represent the
spatial dependence structure. The marginal at each location is an Asymmetric Laplace distribution where
the location parameter is a function of the covariates. The full conditional quantile distribution is given
for the Joe-Clayton copula. The problem of crossing curves will be discussed and an approach for the
regularly varying distributions, is proposed.
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1. Introduction
In several applied statistic fields, extreme events are due to a combination of several interrelated events.

When the relationship between the variable of interest and covariates is linear with normally distributed
errors, classical regression models allows to estimate the conditional distribution of the central part such
as the mean (El Adlouni et al. 2016, Gomez et al., 2016). However, for extremes, the quantile regression
(QR) model is one of the most suited models. Such models represent the effect of covariates on different
qguantiles especially for low probability of exceedance. Koenker and Bassett (1978) presented the
problem of QR as linear optimisation problem with asymmetric loss function.

Two main points will be discussed in the present study. The non-crossing problem due to the estimation
of the quantile curves separately, and the implementation of the Quantile Regression approach in spatial
modelling. For the first point, the proposed approach is based on the assumption that the residuals have
a regularly varying distribution. For the second point, a spatial Quantile Regression model based on C-
vines copula is considered different spatial dependence structure. The marginal at each location is
Asymmetric Laplace distribution, the location parameter is a non-parametric function of the covariates
and the spatial dependence has a C-vine copula structure. The full conditional quantile distribution is
given for the Joe-Clayton copula.

2. C-vine copula
A bivariate copula is a distributiorC: [0,1]2 — [0,1] with uniform marginal. Sklar theorem (Sklar,

1959) shows that, for any bivariate distributibnwith continuous marginal, and F,, there exist a

unique copula(.,.), such that :
F(x1,x3) = Cy (Fl(xl)'Fz(xz)) ) V(xy,%;) € R? (1)
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Theoretically, multivariate copulas are availaldeligh dimensional variables. However, for praaitic
statistical inference, hierarchical structure basedivariate copula offers more flexible procedijee,
1996).

The pair-copula construction provides a procedoidecompose high dimensional copula into a set of
bivariate copulas (Aas et al., 2009). This appragtdws to combine different families of copulas fo
different pairs of margins and higher order depenis. Prior dependence structure is selected with
respect to the causality between the variablegtendverarching goal of the study.

Vine copula approach is based on the similar pragedor some special hierarchical dependence
structures (Bedford and Cooke, 2001; Kurowicka &@uibke, 2006; Heinen and Valdesogo, 2009;
Erhardt et al., 2015a,b; Pham et al., 2015). Thnae structures are developed in the literature; th
Regular, Canonical and Drawable vine copula (R-v@wine and D-vine respectively).

Note that a multivariate copula density is a prodiddivariate copula marginal (Joe, 1996; Bedfetrd
Cooke (2001); Aas et al. (2009) et Czado (2010)):

5_1 s ] S
f(xq, o, xp) = H}l:l 122 Coie pi+), i j-1)- i fie () (2)

With ;i i = Cijliynin (F(xi|xl-1, N ACTEN ...,xik)) fori<j and i, <...<lI,.

The first term represents the conditional bivarietgulas whereas the second corresponds to the
marginal densities.

The Directed Acyclic Graph (DAG) representationRefiine copula proposed by Bedford and Cooke
(2001) allows to illustrate the dependence strectand to simplify the implementation of the
multivariate model (Brechmann and Schepsmeier, 2013

The C-vine copula structure is the most appropt@mtaodel spatial dependencies. It allows to dgvelo

a k-dimensional distribution based on the (k-1)rastaneighbors in term of Euclidean distance.

C-vine copula

The C-vine corresponds to the case where eachasene node connected to all others (Figurel).
The multivariate density function of a C-vine imginsiond = 5, could be deduced from Eg. (2) and
is given by :

—_—m———
fi2zas = fi-f2 - f3 - fa-fs €12 €13 -C1a - C15 €231 - C24|1 - C25|1 - C34|12 - C35]12 - C45|123 (3)

The regrouped items correspond to, nodes T1, T2ZT4&nd edge T4, respectively (Figure 1).

In the case of high-dimensional model, statisticidrence may be very requesting in time. Indelee, t
multivariate model identification is a combinatioh several steps: (a) selection of the dependence
structure; (b) best bivariate copula model for eaatpe and (c) parameter estimation.
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Figurel: lllustration of vine copula types fbr= 5

3. Spatial quantileregression and C-vine copula

The main objective of the present study is to psepa spatial quantile regression model where the
Canonical vine Copula (C-vine) represents the apdéipendence structure. The marginal distributions
YO~ALD (X B 10 p) (k= 1,...,5), for S locations, depend on the at-site covariatés =
(X,%, X,‘(f) The parameters of the local QR model dge= R® for a probability of non-exceedance

p andt® is the scale parameter of the residual distrilbutithe parameters of the QR, at location

k,(k =1,..,s) can be estimated by maximum likelihood or by ragakd approach (Li et al. 2010) to
ensure the oracle property. In the present work, ttaximum likelihood with Lasso penalty is
considered (El Adlouni et al. 2016). In the nexdti&e, the notion of vine copula, especially theiGe
representation, is introduced. Then the proposeithadelogy for spatial QR with C-vine copula is
developed. The inference is detailed for Joe-Clagtmpula and the conditional distribution for aegiv
site and probability of non-exceedance is presenteaplicit form.

t
Let (Y("))k:1 ! spatial random field for a set sfsites; anc[yl("), ...,y,Ek)] the observed sample at
location k; (k =1, ...,s).
For each locationk, the quantileQék) of order p is a linear combination of the localadates, and the

errors have an asymmetric Laplace distribution @be estimated t@é,") = XW 00, whereg®
is the maximum likelihood estimator of the vectbparameters for the model:
e =y — x0 g - ALD (0,70, p) (4)
In the case of neighbourhood of 4 locations, tkelithood is deduced from the multivariate density

t
function of the vecto 5(1),5152) e & 5155)) . Indeed, the marginal distributidfy of Y® is

P 1&p 1 Ep
(xW'8W, 709 p) | (k = 1,...,s) and the multivariate density is given by (Eq. 3).

Two main assumptions are considered for the praposmiel.
H1: The parameters of the QR model for an ungasgedire the same as the nearest site,
H2: The multivariate dependence structure of thedrest sites, is the same for all location in
the studied region.
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The proposed Quantile Regression with C-vine m@&CV) is based on C-vine copula of dimension

d =5 and ALD as marginal distributions. The Joe-Claytopula is proposed for all the trees. The
Joe-Clayton copula is an Archimedean copula with parameters. A parameter related to the upper
tail dependence and the second for the lower &gkddence. The Joe-Clayton (JC) copula has been
widely used in modeling tail-dependence. It alldvash positive and negative slopes for the quantile
curves (Durrleman et al., 2000).

Conditional distribution and the h-function
In the bivariate case the h-function gives the egpion of the conditional distributions. Czadolet a
(2012) give the expressions of the h-function fone copulas such as Normal, Student, BB1 and BB7
(JC copula). For the JC copula, the h-functionvemg by:

1yt

h(ulv)=[1 ~(-a-w) " +(1-a-v9)"-1) ‘5]

Ja-a-w) " +a-a-w)"-1]° (5)
(1-1-v9) " a-v)?

The h-function is used recursively to deduce theddmmnal uniform distribution at the ungauged site

Conditional distribution at the ungauged station
In the case of 5 nodes C-vine the conditional ilistion at an ungauged location is given by:

0C45,123(Fs|y1y2.y3) . FYalyiy2.¥3)) (6)

F(}’5|J’1: :3’4) = OF (V41Y1,¥2,¥3)

where
0C3512(F(Ysly1, ¥2) , F(31y1,¥2) )

OF (y31y1,y2)

0C3412(F(Yaly1,y2) F(¥3ly1.52) )
F(yaly1, y2,y3) = === 6;(;3|3211,y2) =

0C331 (F(y3ly) , Fr21y1) )

F(ysly,,y2,¥3) =

F(yslyny2) = OF (y21y1)
_ 8C24,1(F(}’4|)’1)JF(3’2|}’1) )
Falyny2) = OF (y21y1)
0G5, (Fysly) , F(2ly1) )
F(ysly1,y2) = aF (v, |y1)

The h-function for the C-vine can be deduced reeelgfrom the bivariate expression and is given by

F(ysly1,y2, Y3, ¥a) = h(h(T25,1|T23,1ia’35,12) | h(T24,1|T23,1i a34,12)i a’45,123) 7

where Tix1 = h(h(uklul; i) | h(uj|u1; alj); ajk,l) , 2<j<k<5
u, = F(yx), Fi(.) the marginal of the residuals amg = (8, §) corresponds to the parameter vector
of the JC copula of the corresponding edge.
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The proposed spatial model may have two main siust The first one corresponds to the information
transfer from the neighbours to site with smalbdat. In this case, no assumption of stationargiadpa
random field is needed. However, for spatial inbémpon, we will assume that the spatial randortufie

IS stationary in space and time. This is necedsamave the same dependence model between locations
of the spatial region. Indeed, for a given locatiewen with no available dataset, the quantilevedts

are obtained through the conditional local distiitou (with ALD distribution as marginal), the sgti
dependence structure (C-vine copula) and the valile local covariates.

Under the assumption of spatial stationarity of taditional distribution of temperature knowing
covariates, the distribution on(sO) at an unobserved locations, corresponds to

F(Y(so)|v1,Y2, V3, ¥a) Where(yy, V2, V3, ¥a) is the vector of the nearest observed neighbothis
conditional distribution can be considered to eatarthep™ conditional quantile at the ungauged site

S , andis given bsz(f") = Fy! (p) , where the inverse of the conditional distribotiy*
501y 1,4 S0ly1,ya

has an explicit form.

4. Non-crossing quantile regression

Concerning the crossing problem of the quantileaggjon curves, a new approach is developed. The
proposed approach allows to estimate several desnSimultaneously for regularly varying
distributions (El Adlouni and Baldé, 2017). The ronssing property is guaranteed by a constraint on
the minimal distance that should separate quahtleses, which depend on the extreme index. The
inference implemented in bayesian framework whbeeedonstraints are introduced as priors and the
conditional posterior distributions are deducedlieitly. Simulations and comparison with previous
studies (Bondell et al., 2010) will be presented.

5. Conclusions

In this study, a new approach for spatial QuarRiegression with C-vine copula (QRC-vine) is
presented. The C-vine copula structure is compatilith the spatial dependence modelling. The first
level represents the bivariate distributions oftdrget sites with the (d-1)-neighbours. The maxigat
each location is an Asymmetric Laplace distributiaimere the location parameter depends on the
covariates. The maximum likelihood method is pregbto estimate the marginal parameters and the
Joe-Clayton copula has been proposed for bivadiateébutions of the C-vine levels. The QRC-vine
model has the advantages of the C-vines wheregpendience structure can be fixed independently of
the marginal distributions. We discussed also th@blpm of crossing curves when the quantile
regression parameters are estimated separatelpnstraints based on the assumption of regularly
varying errors are considered to ensure the nossorg even for close probabilities of non-exceedanc
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