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#### Abstract

In March 2000 the Lisbon European Council has asked the Members States of the European Union to make steps towards to improve social cohesion and combating poverty by 2010. In order to adequately measure poverty and social cohesion, the Laeken indicators were agreed on as a set of indicators. Within the European Statistical System, additionally to the statistics accuracy measures have to be reported within quality reports. Accuracy measures, however, are mainly based on variance estimation methods.

The paper will address variance estimation methods for linear statistics, such as means and totals, as well as the non-linear Laeken indicators under a variety of sampling designs. The methodology comprises linearization and resampling methods. Special emphasis will be put on peculiarities in the data which in general lead to difficulties in the selection of methods. To empirically explore the quality of the proposed variance estimates, the results from a Monte-Carlo study will be presented which is based on a synthetic but close-to-reality dataset.
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## Indroduction

The European Laeken indicators were constructed to measure poverty and social cohesion within the European Union. To ensure comparability of the Laeken indicators within Europe, the European Survey on Income and Living Conditions (EU-SILC) was launched. As a result from the open method of coordination, the SILC sampling design varies from country to country. This urges the needs of comparable accuracy measurement methods for the SILC sampling designs.

Variance estimation in survey sampling is essential for statistical inference. For indicators of poverty and social exclusion estimated from sample survey data, it gives much needed information on the accuracy of the estimators. Further, it enables the statistician to construct valid confidence intervals (CI) for the estimated indicators $\hat{\theta}$. The two main problems in this context are
(i) that due to complex survey designs (e.g. unequal probability sampling) it is not practicable to estimate $\mathrm{V}(\hat{\theta})$ directly,
(ii) calculating $\hat{\theta}$ involves the estimation of non-smooth statistics.

Hence, two different kinds of approximation methods have to be considered. First, the approximation of the variance of the statistic in question in general, regardless of the actual sampling designs, and second the approximation of the design variance of a particular statistic.

## Variance estimation in complex sample surveys

First, we introduce a general framework which serves as the basis of our analysis. Let us consider the finite population $\mathcal{U}$ of $N$ identifiable units, so that they can be represented by integers $1,2, \ldots, N, \mathcal{U}=\{1, \ldots, N\}$. Now we want to draw a sample of $n$ units from $\mathcal{U}$ by means of random sampling without replacement. The probability of inclusion for the $i$-th element in $\mathcal{U}$ is denoted by $\pi_{i}$, with $\pi_{i}=\sum_{s \ni i} p(s)$ and the second-order inclusion probability $\pi_{i j}$, with $\pi_{i j}=\sum_{s \ni\{i, j\}} p(s)$. We can now use the Horvitz-Thompson estimator
(1) $\hat{\tau}=\sum_{i \in s} y_{i} \cdot \frac{1}{\pi_{i}}$,
to estimate the total $\tau=\sum_{i \in \mathcal{U}} y_{i}$. In case of fixed size designs Yates and Grundy (1953, p. 257) derived the variance of $\hat{\tau}$ from (1) as

$$
\begin{equation*}
\mathrm{V}(\hat{\tau})=-\frac{1}{2} \sum_{i}^{N} \sum_{j \neq i}^{N}\left(\pi_{i j}-\pi_{i} \cdot \pi_{j}\right) \cdot\left(\frac{y_{i}}{\pi_{i}}-\frac{y_{j}}{\pi_{j}}\right)^{2}=\sum_{i=1}^{N} \sum_{j<i}^{N}\left(\pi_{i} \cdot \pi_{j}-\pi_{i j}\right) \cdot\left(\frac{y_{i}}{\pi_{i}}-\frac{y_{j}}{\pi_{j}}\right)^{2} \tag{2}
\end{equation*}
$$

with the corresponding variance estimator

$$
\begin{equation*}
\hat{\mathrm{V}}(\hat{\tau})=\sum_{i=1}^{n} \sum_{j<i}^{n} \frac{\pi_{i} \cdot \pi_{j}-\pi_{i j}}{\pi_{i j}} \cdot\left(\frac{y_{i}}{\pi_{i}}-\frac{y_{j}}{\pi_{j}}\right)^{2} \tag{3}
\end{equation*}
$$

(cf. Cochran, 1977, p. 260f.). For (3) to be unbiased, a necessary and sufficient condition is that $\pi_{i j}>0, \forall i, j \in \mathcal{U}$. For an overview of variance estimation for various sampling designs we refer to Wolter (2007, section 1.4).

To avoid the calculation of the double sum in (3), different approximations can be found in the literature that only use $\pi_{i}$ but dispense with the $\pi_{i j}$ (cf. Berger and Skinner, 2004). The use of such an approximation has not only computational advantages but it is also of great practical relevance because the calculation of the second-order inclusion probabilities can be avoided. A general approximation of the variance of (1) can be written as

$$
\begin{equation*}
\mathrm{V}_{\text {approx }}(\hat{\tau})=\sum_{i \in \mathcal{U}} b_{i} \cdot e_{i}^{2} \tag{4}
\end{equation*}
$$

where

$$
e_{i}=\frac{y_{i}}{\pi_{i}}-\beta=\frac{y_{i}}{\pi_{i}}-\frac{\sum_{j \in \mathcal{U}} b_{j} \cdot \frac{y_{j}}{\pi_{j}}}{\sum_{j \in \mathcal{U}} b_{j}},
$$

(cf. Deville and Tillé, 2005, p. 573). According to the choice of $b_{i}$ there exist numerus variants of approximation (4). An analysis of the literature on different values of $b_{i}$ can be found in Matei and Tillé (2005).

## Variance estimation for non-linear estimators

Since the statistics involved are highly non-linear, standard variance estimation procedures cannot be applied directly. Thus, resampling methods or linearization techniques have to be used to estimate the variance.

Linearization methods approximate the non-linear estimator by a linear function. Afterwards standard variance formulae for the given design can be applied to the so-called linearized values. This indirect approach estimates the asymptotic variance of an estimator which results in biased but typically consistent variance estimators (see Wolter, 2007, chapter 6).

The bottom line of linearization is to construct a linearized variable $z_{i} \forall i \in s$ such that the variance of the total of this variable $z$ is an approximation for the variance of the estimator of interest $\hat{\theta}$. Thus, its possible to write $\mathrm{V}\left(\sum_{i \in s} z_{i} w_{i}\right) \approx \mathrm{V}(\hat{\theta})$, where $w_{i}$ is some survey weight associated with the $i$-th sampling element. In case $w_{i}=\pi_{i}^{-1}$ we can directly use estimator (3), or its approximation, to estimate the asymptotic variance of $\hat{\theta}$.

A general approach to linearization which allows also for discontinuous estimation function, as it is the case for estimators for poverty and income inequality, is the use of influence functions (see Hampel et al., 1986). The derivation of influence functions requires differentials of $\hat{\theta}$ in the sense of Gâteaux (cf. SHAO, 2003, pp. 339). The values $z_{i}$ are obtained by evaluating the influence function for all observations $y_{i}$ in the sample. For the derivation of the influence functions of the indicators, we refer to the literature where the corresponding $z_{i}$ values can be found. Further details can be found for the at-risk-of-poverty rate (ARPR) in DEville (1999) and Osier (2009), for the the quintile share ratio (QSR) in Hulliger and Münnich (2006), Osier (2009) and Langel and Tillé (2011), for the Gini coefficient (GINI) in Kovačević and Binder (1997), and for the relative median poverty gap (RMPG) in Osier (2009).

Another category of approaches to variance estimation are resampling methods. Their general characteristic is to draw (sub-)samples from a given population or the original sample and to estimate the population parameter of interest from each sample. The variance estimation based on this repeated estimates which aims at building the estimation distribution by the resamples. In this study, we use balanced repeated replication (BRR) and the bootstrap. The classical jackknife method suffers from the non-smooth statistics we use.

For details of the resampling methods, we refer to Shao et al. (1998), Davison and Sardy (2004), or MÜnNich (2008). Extensions for without replacement bootstrap can be drawn from RaO and Wu (1988) or Sitter (1992a).


Figure 1: Relative Bias of Variance Estimates

## The simulation study

The aim of the study is to evaluate the variance estimation methods under different sampling designs which are of particular interest for SILC. The study includes three one-stage designs and two
two-stage designs as follows:
1.2 Simple random sampling, sampling Units: HH
1.4a Stratified sampling, sampling Units: HH, Stratification: NUTS 2.
1.5a Stratified PPS-Sampling, Sampling Units: HH, Stratification: NUTS 2, Size Measure: Household Size.
2.6 Two-Stage Stratified PPS-Sampling, Sampling Units: Municipality (First Stage) and HH (Second Stage), Stratification (First Stage): NUTS 2 and Degree of Urbanisation, Size Measure: Household Size.
2.7 Two-Stage Stratified Sampling, Sampling Units: Municipality (First Stage) and HH (Second Stage), Stratification (First Stage): NUTS 2 and Degree of Urbanisation.

Within the study, 10,000 samples are drawn from the Amelia dataset (see Alfons et al., 2011b, chapter 4) from each sampling design in order to evaluate the sampling distributions of the variance estimators. The following five indicators are evaluated: The ARPR, the RMPG, the QSR, the GINI, and the income mean (MEAN). All indicators are estimated for the equivalised disposable income of each person in the sample. The definition of the equivalised disposable can be found in Eurostat (2009).

Figure 1 shows the distribution of the relative bias for each variance estimator and indicator as boxplots. Boxplots labeled naive relate to the standard estimators in case of equal probability sampling, the ones labeled as approx4 refers the approximation estimator of kind (4), used for estimating the variance for designs 1.5 a and 2.6 (see estimator 4 in Matei and Tillé, 2005). The resampling methods are labeled with boot and rbrr for the Bootstrap and Balanced Repeated Replication, respectively.

For one-stage designs (1.2, 1.4a and 1.5a) all variance estimators are almost unbiased. In general, the direct estimators, approx4 and naive, show a greater efficiency than the resampling methods. It is noteworthy that using the naive variance estimator for design 1.5 a results also to a comparable small relative bias. Another observation is that the bootstrap and the BRR estimators give also reasonable results for design 1.5 a although these methods do not explicitly account for unequal probability sampling.

Finally, it needs to be mentioned that for the two-stage designs all variance estimators, except the bootstrap for design 2.7 , underestimated the variance. In general they have negative relative bias well above $10 \%$. In case of the variance estimators based on linearization it is assumed that there might be a problem of convergence. Casually speaking for the linearization method to work we need that certain remainder term $R_{n}$ to converge in probability to zero as the sample size increases to infinity (see section 2.1 in MÜNnICH and Zins, 2011). A sufficient condition for this to hold is met in the case of iid observations $y_{i}$, which is not straight forward to prove for general survey designs (see Demnati and Rao, 2004). Serfling (1980) makes some suggestions on how to analyse $R_{n}$ in practice.

Figure 2 displays the kernel density estimators for the distribution of the different variance estimates. The kernel density estimation of the different variance estimation methods in figure 2 shows that the distribution of the naive approach and the approx4 method for the designs with only one stage are almost normally distributed for all indicators. In comparison to these methods the distribution of the resampling methods for the ARPR and the RMPG is very flat and indicates a high variance for this variance estimators. For the two-stage designs have the empirical distribution of most variance estimators a heavy positive skewness. This reflects also the problem with the variance estimation for these designs. Nevertheless, one shall not forget that the size of the clusters and the


Figure 2: Density Estimation of Point Estimates
distributions therein is varying a lot such that the convergence is more problematic than in one-stage designs.

## Summary and Outlook

The given example shows that variance estimation methods can appropriately be applied also in the non-linear case, which is evident for the use with modern indicators such as the Laeken indicators. Two or more stage designs still can give a lot of problems once the cluster sizes are varying a lot. This can have also a negative impact on design effect estimation, where model-based methods might seem preferable. A thorough overview of the methodology can be drawn from Bruch et al. (2011) and Münnich and Zins (2011). Further simulation results is given in Alfons et al. (2011a).
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