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1.

Summary Usually a changepoint model assumes a step-type change at some point of a time
series. Then as an interesting thing it has been shown that the max acc. ¢ test for the isotonic
hypothesis is also appropriate for detecting the changepoint. It comes from a relationship that
each corner vector of the polyhedral cone defined by the isotonic hypothesis corresponds to a
component of the changepoint model. The max acc. ¢ is essentially the maximal component of the
projections of the observation vector on to the corner vectors of the polyhedral cone and a very
efficient algorithm for the probability calculation is obtained based on the Markov property of the
component statistics. The idea has been extended to the concavity hypothesis and the slope
change model for the normal model in Hirotsu and Marumo (Scand. J. Statist. 2002). In this
paper we extend the idea further to a Poisson model.

Keywords: Doubly accumulated statistic, Exponential family, Maximal contrast type test,
Recursion formula, Second order Markov property.

Introduction

A general relationship between the shape restrictions and the changepoint models has been discussed in

Hirotsu and Marumo (2002). In particular the monotone increase corresponds to the simple step-type change-

point model whose components are the special case of monotony. For this monotone case the maximal contrast

type statistic, max acc. t, has been constructed based on the complete class lemma in Hirotsu (1982) and proved

in several occasions to be well behaved as compared with an isotonic regression approach, see Hirotsu (1993,

1998) and Hirotsu ef al. (1992, 2010), for example. It can be shown that the test is also an efficient score test

for the changepoint hypothesis. To be exact define the monotone hypothesis by

(1) C:Dju>0
with a differential matrix
-1 1 0 0 O 0 0 0
D = 0o -1 1 0 O 0 0 0 ’
0O 0 0 0() 0o -1 1 (K—1)xK
where = (ui,...,uk)" is a vector of means and A’ denotes the transpose of a matrix A. Then the corner vectors

of cone C are given by DK(D’KDK)‘1 or in other words each y satisfying (1) is expressed by a positive linear
combination of the columns of DK(D’KDK)‘], that is, u = DK(D’KDK)‘lc with ¢ 2 0. On the other hand the
matrix is given explicitly by

2

[ —(K-1) —(K-2) -1
1 —-(K-2) -1
DkDyDR) " = | 1 2 o

K

1 2 (K -1
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and it is seen that each column of the right-hand side of (2) represents a component of the step-type changepoint
model

3 Coomp == S =---=pg, k=1,--- , K- 1.

This clarifies the relationship between the monotone hypothesis and the step-type changepoint model. Similarly
we define the concavity hypothesis by

) C:Lyp 20

with the second order differential matrix Lg. Then the corner vectors of cone C are given by ng(L}<L[<)‘1 and
it can be shown that each column of LK(LkLK)‘] represents a component of the slope changepoint model

) M, : M2 — M1 = M3 — M2 =+ = Mgl — Mk = P k=1 K—2.

Hic+2 = Pkl = M3 — Mk+2 = 0 = UK — HE-1 = By,

The null hypothesis Cy : Ly u = 0 corresponds to
My CUi = Po+ Pl i = 1,---,K.

Fory € N(u,c?]) let z be D(H H K) T H +y with D a diagonal matrix for standardization and Hx stands
for Dk and Lk for each of the monotone and concavity hypotheses, respectively. Then the maximal element z,,
of z has been shown to be an appropriate statistic for testing the shape hypothesis (1)(4) and/or the correspond-
ing changepoint model (3)(5), see Hirotsu (1982) and Hirotsu and Marumo (2002). Further a very efficient
algorithm for probability calculation of z,, for any K has been proposed based on the Markov property of the
serial elements of z. Those properties have been derived only by the covariance structure in case of the normal
model. In this paper we extend those ideas to an independent Poisson sequence.

2. Poisson model

Let y; be distributed as an independent Poisson distribution P,(4;) with mean A;,i = 1,..., K. We assume a
log linear model y; = log A; and define the shape hypothesis C (1) or (4) in g and a set of changepoint models
by the equations (3) or (5). Then according to a complete class lemma in Hirotsu (1982) an appropriate test
should be increasing in every element of (H' }(H ) H ;{170, where

);\Oz(yl—eyl’... , VK — #K)’

is the efficient score vector with respect to u evaluated at the null model with f; the maximum likelihood
estimator and function of the complete sufficient statistics, which are Yx = y; + y2 + - - - yx for the monotone
hypothesis and Yx = y; +y2 +---+yg and Tx = y; + 2y, + - - - + Ky for the concavity hypothesis. In particular
in this paper we propose the maximal standardized element of (HH ) 'H Vo and denote it by z,,. It can
be shown that the & th element of (H} H ) H Vo is essentially the efficient score for testing the changepoint
hypothesis Cy or M.

3. Markov property of the serial elements of (H ;{H ) 1H ;{v“o and the recursion
formula for calculating the p-value

By considering the conditional probability given the complete sufficient statistics under the null model

~

we may take the essential part of (H H, K)“H;(vo as the basic variables. They are Yy = y; + yy + -+ + y; for
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the monotone hypothesis and S = ky; + (k — 1)y, + - - - + y; for the concavity hypothesis. For the monotone
case it can be shown that the sequence Y1, - - - , Yx_1is a Markov process and the conditional null distribution is
factorized into

K K Yk k_l Yi_ 1 Yio—Yi_
G = [ [sial¥i, sl = [ || © [ ™,
k=2 k=2 \K-

We consider the maximal contrast test, the max acc. ¢, which is defined by

MR OV 12y, - Ly,

g, (Y = -
rfl_g);{_l e (Yo { 22 X

k=1

It should be noted that this is an efficient score test for the step-type changepoint hypothesis for which Hawkins
(1977) derived a likelihood ratio test in case of the normal model.
For the calculation of the p-value we define the conditional probability

F(Yy) =Pr{t{(Y1) < to,- -+, t;(Yy) < to|Yi}.
Then by the Markov property of Y; we have a recursion formula

2y F-)f (Vi |Ye), £(Ye) < to
0, otherwise.

F(Yy) =

and the p-value is obtained at the final step as p = 1 — F(Yk).

For the concavity hypothesis the maximal contrast test, the max acc. 2, is defined by the maximal
standardized statistic of (=S),k =1,---, K —2, and a recursion formula for the p-value is also obtained based
on the second order Markov property of S.

4. Application

An interesting application will be in the monitoring of the spontaneous reporting of the drug-adverse events
combination. The max acc. ¢ is useful for detecting the increasing tendency and/or the changepoint. However,
after detecting a change and taking an appropriate action it should be interesting to verify that the increasing
tendency is changed to decreasing and for the purpose the concavity test should be useful. A real example will
be given at the presentation. Another interesting application will be the non-parametric input-output analysis.

5. Discussion

The shape and the changepoint hypotheses have been discussed in two different streams. However, in
Hirotsu and Marumo (2002) it is revealed that there is a close relationship between those two research subjects.
Then in the normal distribution case the same maximal contrast type statistic is shown to be useful for both
hypotheses. In this paper we extended the idea to the Poisson distribution based on the accumulated statistics
rather than the contrast statistics.

For the shape hypothesis the most popular approach will be the maximum likelihood ratio test known
as an isotonic regression for the monotone case. However, the approach has no obvious optimality for the
restricted parameter space like this and actually the maximal contrast test based on the complete class lemma
has been proved to behave better on several occasions.
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