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1. Introduction

We consider generalized linear models (Nelder and Wedderburn [4]) in which the response vari-

ables are measured on a binary scale. Let N independent random variables Y,, a = 1,..., N corre-
sponding to the number of successes in N different subgroups be distributed according to a binomial
distribution B(ng,m), « = 1,...,N. We consider the following general logistic regression model
(general logit model):

logit 7o = 2/,8, (a=1,...,N), (1)
where logit u = log{u/(1 —u)}, o = (Ta1,---,Zap)’, (@ =1,...,N), (p < N) are covariate vectors
and 8 = (f1,...,5,)" is a unknown parameter vector. In order to test null hypothesis

Hj : Model given by (1) is correct, (2)

we consider the family of ¢-divergence statistics [7]

s () 0 ()

where 7, = WQ(B) ,(a=1,...,N), B = (,31, - ,Bp)’ is the maximum likelihood estimator of 8 under
Hj given by (2) and ¢(-) is a real convex function in (0, 00), satisfying ¢(1) = ¢'(1) = 0 and ¢"(1) = 1.
When we choose a convex function

fala+ D} e —t+al =)} (a#0,-1)

Go(t) =< tlogt+1—t (a=0) (3)
—logt—1+¢ (a =-1)

as ¢(t), Cp, becomes power divergence statistics [1]

N
Y, Y,
R“:2Zna{la (n—a ﬁa>+I“ (1——6“, 1—ﬁa>},
a=1 «
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where,
{a(a+1)}"e (%) —1} (a#0,-1)
I%(e, f) = ¢ elog (%) (a=0)
flog (Jg) (a=-1).

Under Hj, all members of the class of statistics Cy have the X?V—p limiting distribution, assuming a
condition that
Na/M = o (0 < po < 1) for each o, as n — oo, (4)

where, n = Z]a\]:l ng and E]a\]:l po = 1. Using large sample results, we can use Cy for a goodness-
of-fit test statistic for model (1). Statistic R (log likelihood ratio statistic or deviance statistic) and
statistic R! (Pearson’s X? statistic) are used frequently.

However, in the case in which all ny, (¢ = 1,..., N) are not large enough, approximation by a
X?V—p limiting distribution to the distribution of Cy under Hy become poor. In such a case, there are
risks that the hypothesis test based on large sample theory will give results opposite to those of an
exact test. In order to reduce the risks, we propose a new transformed statistic C~'¢ of Cy whose speed
of convegence a chi-square distribution is quicker than Cy.

2. Transformed ¢-divergence statistics

First, we consider the following approximation based on an asymptotic expansion for the distri-
bution of Cy under Hy:
Pr{Cy < z|Ho} = Ji (z) + J3 (2),

where the Jj(z) term is multivariate Edgeworth expansion assuming a continuous distribution and
the J5(z) term, which corresponds to the Ky term of Taneichi et al. [5] in the case of a multinomial
goodness-of-fit test, is a discontinuous term to account for the discontinuity. In this section, in order
to evaluate .J;(z) and J;(z), we need an assumption that the way of converging n,/n to p, more
strictly than the assumption given by (4). So, we consider the following Assumption 1 instead of the
ssumption given by (4).
Assumption 1: n, — oo, (@« = 1,...,N), as n — oo, with n, depending on n in such a way
that ng/n = pa, (@ =1,...,N), where 0 < po < 1 and E]a\]:l fo = 1.

Under Assumption 1, the Jj(z) term is evaluated as the following form.

* 1 i —
Jf(z) = Pr{x?\,,p <z}+ Eva Pr{ﬁ\_pﬂj <z} 4+ 0(n?), (5)
Jj=0

where X% denotes a chi-square random variable with degrees of freedom f. The coefficients vf, (j =
0,...,3) do not depend on n and satisfy the relation E?:o U? = 0. In the case of ¢ = ¢g, where ¢, is
defined by (3), the coefficients v;?, (j =0,...,3) satisfy v]" = 08 and v2° = v° = 0.

Though we omit the expression of J5(x), the J5(z) term is very complicated to calculate in
practice. Therefore, we consider the approximation for the distribution of Cy badsed on J{ () term.

Next, using the term of multivariate Edgeworth expansion assuming a continuous distribution,
we construct transformations for improving small-sample accuracy of the x? approximation of the
distribution of Cy under Hy. The relation between coefficients of asymptotic expansion of a random
variable and improved transformation of the random variable are shown as follows (e.g., Fijikoshi

[2,3]). Suppose that a nonnegative random variable T' has an asymptotic expansion such that

1 m
Pr{T <z} = Pr{X?c <z} + - > aj Pr{x?ch <z} +0(Mn™?),
=0
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where m is a positive integer. The coefficients aj, (j = 0,...,m) do not depend on the parameter

n > 0 and must satisfy the relation Z;”ZO a; = 0. For m = 1, we consider transformed random variable

2
TB:<1+ﬂ>T
fn

which is known as the Bartlett adjustment. On the other hand, for m = 3, we consider transformed
random variable

Tr = (na+B)%log

1+ W{T + (T2 4 4T?)
2
+ (n}l)Q (%TS + %}T‘i + %%TE)) }

where @ = —f(f + 2){2(az + a3)} 1, 8= —(f +2)ao{2(az + a3)} * and v = az{(f + 4)(az + a3)} *.
Then, it holds that

)

Pr{Tp <z} = Pr{x?c <z} +0(mn™?) and Pr{T; <z} = Pr{xfc <z}+0(n™?).

The proof of the results for improved transformation 77 is given by Yanagihara [6].

Applying the evaluation (5) to above transformed statistics Tp and 17, we construct transfor-
mations for improving small-sample accuracy of the y? approximation of the distribution of Cy under
Hy. When ¢(-) satisfies

¢"(1)=-1 and  ¢M(1) =2, (6)

we denote by C’f the statistic based on Bartlett transformation for Cy. On the other hand, when ¢(-)
does not satisfy (6), we denote by Cé the statistic based on improved transformation for Cs. Then

in the case of power divergence statistics R* = Cy,, we obtain transformed statistics RY = C’fo and
R} = C’éa, (a #0).

3. Performance of transformed statistics

In order to investigate performance of the transformed statistics, we consider power divergence
family of statistics as an example of ¢-divergence family of statistics. We compare the performance
of the transformed statistics R% and R%, (a # 0) and that of the original power divergence statistics
R®. We consider the logistic regression model given by (1) with p = 2 and 24 = 1 and z49 = 2,
(¢ =1,...,N). Let the true values of parameters ; and f2 be [5{ and f;, respectively. Then, the
true value of m,, (¢ =1,...,N) is

. exp(Bi + B3t
T Tt exp(Bf + f5a)’

!
X:( 1* 1* )
1"1 PO l’N

For each «, we generate no, (o = 1,..., N) binomial random numbers which are distributed

We give a design matrix

and execute the following procedure.

according to B(1,7}%), (o = 1,...,N). From them, we calculate the number of success Y,, (a =
1,...,N) and the maximum likelihood estimates Bl and BZ for the parameters 8; and fs. Using the
estimates, we calculate the values WQ(B), (¢ =1,...,N), where B = (Bl,Bg)’, and observed values
of the statistics R*, R% and R%,(a # 0). This process is repeated J = 1.0 x 10° times. Among J
times, let V be the number of times that the observed values of the statistics exceed the upper ¢ point



Int. Statistical Inst.: Proc. 58th World Satistical Congress, 2011, Dublin (Session CPS066) p.5591
of a chi-square distribution with degrees of freedom N — p, that is, x% »(€). The error of the X2

approximation for the distribution of each statistic can be evaluated on the basis of the index

vV
127—5.

We investigate the performance of the following two types when N = 8.

(I) True parameters are ] = 3, 35 = —8, and a design matrix is

(1 vt 1t 1 1 1 1Y
02 025 03 035 04 045 05 055 )

(IT) True parameters are 87 = 4, 85 = —1, and a design matrix is
(1t 1 1 1 1t o111
~\ 2.7 3.0 33 35 43 49 50 52 )°
For each case, we consider sample design ny = --- = ng = ny. Table 1 shows the values of

I x 10* for @ = 0. From Table 1, we find that the performance of transformed statistic R% is better
than that of original statistic R?. For all cases, performance of transformed statistic R% is better than
that of original statistic R’. For almost all cases, the value of index I for R% is less than one-third
of that for statistic R. As a result of comparison, we can say that statistic R is improved by the
transformed deviance statistic R%.

Next, we consider the power of statistics R%, RS and R%, (a # 0). We consider an alternative

. _exp(B + B3t
* " T+ exp(B] + Biot)
where (41, d2,d3, d4, 05, d6, 07,08) = (—0.1, 0.1, —0.1, 0.1, —0.1, 0.1, —0.1, 0.1). We calculate the
simulated power against the alternative model (7) by using simulated exact critical values of statistics
R% R% and RY, (a # 0). Table 2 show the values of calculated power for a = 0. From Table 2, we find
that the power of RB is not so different from the power of RC.

model:

+ ba, (=1,...,8), (7)

4. Concluding remarks

We considered an approximation based on an asymptotic expansion for distribution of ¢-
divergence statistics Cy in a logistic regression model. Using the continuous term of the expression of
approximation for the distribution of ¢-divergence statistics Cy under a null hypothesis, we propose
a transformation of Cy that improves the speed of convergence to a chi-square limiting distribution.
Numerical comparison shows that the transformed ¢-divergence statistic is effective for improving the
speed of convergence, especially, when ¢ = ¢y.
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Table 1: Values of I x 10* where n4 = 5, 10, 15,20, 30 and significance level € = 0.01,0.05,0.1 for cases
(I)-(II) and @ = 0.

Type (I) Type (II)
e\ na 5 10 15 20 30 e\ na 5 10 15 20 30
001 R° 126 87 57 42 20 0.01 R 118 93 61 41 20

RY 50 -1 5 5 -1 RY 51 2 8 5 -2
005 R° 513 310 196 133 67 0.05 R®° 524 338 206 132 68
RY -136 21 26 15 -6 RY -138 42 36 15 4
0.1 RY 901 500 304 202 112 0.1 R 903 532 307 195 108
RY -168 58 44 19 4 RY -175 90 55 16 -7

Table 2: Power against alternative model (7) where ns4 = 5,10, 15,20,30 and significance level £ =
0.01,0.05,0.1 for cases (I)—(II) and @ = 0.

Type (I) Type (II)
e\ na 5 10 15 20 30 e\ na 5 10 15 20 30
001 R° 004 008 0.16 0.24 0.46 001 R° 0.04 0.09 0.16 025 0.48

R% 0.04 009 0.16 025 0.46 R% 0.04 009 0.16 026 0.48
005 R® 0.13 023 035 048 0.70 0.05 R° 0.13 024 036 049 0.71
R% 0.13 024 036 0.48 0.70 R% 0.14 024 036 049 0.71

01 R 021 035 048 0.61 080 01 R° 022 035 049 062 0.81
R% 022 035 049 0.62 0.81 R% 0.23 036 049 0.63 0.81
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ABSTRACT

We consider logistic regression models in which the response variables are measured on a binary
scale. We also consider a class of statistics which is based on ¢-divergence as a goodness-of-fit test
statistics for the model. The class of statistics include the statistics based on power divergence family
as a special case. Well known Pearson’s chi-square statistic and deviance (log likelihood ratio statistic)
are included in power divergence family. All members of ¢-divergence statistics have the limiting chi-
square distribution assuming a certain condition under null hypothesis that logistic regression model
s correct.

In this announcement, we construct and propose transformed ¢-divergence statistics that improve
the speed of convergence to the chi-square limiting distribution on the basis of the asymptotic expansion
for lower probability of ¢-divergence statistics. In order to investigate performance of the transformed
statistic, we consider power divergence family of statistic as an example of ¢-divergence family of
statistic. Then, we numerically compare the speed of convergence of the transformed power divergence
statistics with the original power divergence statistics. Furthermore, we also compare the power of the
test based on transformed power divergence statistics with that of the test based on the original power
divergence statistics.



