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1 Introduction

Correlated or clustered data are frequently encountered in medical and biological research. The method
of generalized estimating equations (GEE) is often used to analyze these types of data. Liang and
Zeger [2] presented this approach, which is an extension of generalized linear models to analysis of
longitudinal data via quasi-likelihood methods. It requires the researcher to specify only the model
for the marginal mean, the distribution of the dependent variable and a working covariance matrix
for the vector of measurements from each subject. The GEE allows for correlation without explicitly
de�ning a model for the origin of the dependency.

Model checking is an important aspect of regression analysis. Therefore GEE approach also needs
diagnostic procedures for checking the model�s adequacy and for detecting outliers and in�uential
observations. Graphical diagnostic displays can be useful for detecting and examining anomalous
features in the �t of a model to data. For correlated binary data, Tan et al. [6] proposed several
graphical methods. Oh et al. [3] proposed residual plots to investigate the goodness-of �t of the GEE
approach for discrete data. They investigated Pearson, Anscombe and deviance residuals for Poisson
and binary responses. In this work, we propose to generalize these plots using a family of residuals
based on the �-divergence measures which contains the Pearson and Deviance residuals. The graphical
methods are illustrated with a real life example.

2 Overview of GEE

Let yi = (yi1; :::; yiti)
T , i = 1; :::; n; be mutually independent random vectors of repeated outcomes

and Xi = (xi1; :::;xiti)
T be the ti � p matrix of covariate values for the ith subject, with xij =

(xij1; :::; xijp)
T ; i = 1; :::; n and j = 1; :::; ti: The marginal density of yij is assumed to be a member of

a generalized exponential family with a scale parameter 
; so the mean and the variance are given by

E (yij) = �ij and V ar(yij) = 
�1v
�
�ij
�

where v
�
�ij
�
is a known function of the mean �ij :

Suppose that the regression model is �i = g(�ij) = xij�; where g(�) is a link function and
� =

�
�1; :::; �p

�T is the p� 1 vector of unknown parameters to be estimated.
The GEE approach consists of two estimation steps:

1. A quasi-likelihood method for estimating regression parameters, �, which characterize the de-
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pendence of outcomes on the covariates

nX
i=1

�
@�i
@�

�T
V�1
i (yi � �i) = 0

with �i =
�
�i1; :::; �iti

�T and Vi is a ti � ti covariance matrix of yi
Vi = 
A

1
2
i Ri (�)A

1
2
i

where Ai = diag(v(�i1); :::; v(�iti)) is a diagonal matrix and Ri (�) is a working correlation
matrix for each subgroup repeated outcomes. There are several choices available for longitudinal
data, see Zorn [7].

2. A robust moment method for estimating correlation parameters, � and 
, which incorporates
the dependence among outcomes. The estimation of correlation parameters is based upon the
Pearson residuals.

3 Q-Q plot based on ��divergence residuals

Oh et al. [3] proposed residual plots to investigate the goodness of �t of the GEE approach, based on
Pearson, Anscombe and deviance residuals. The proposed residual plots are based on the quantile-
quantile (Q-Q) plots of a �2�distribution. We extend Oh et al. [3] Q-Q plot considering the
��divergence residuals c�ij de�ned for binary outcomes, by Pardo et al. [4] as

c�ij = sig
�
yij � �̂ij

�s 2

�00 (1)

�
�̂ij�

�
yij
�̂ij

�
+
�
1� �̂ij

�
�

�
1� yij
1� �̂ij

��1=2
where � 2 �� and �� is a class of convex functions � : [0;1) 7! R [ f1g such as in x = 1;

� (1) = 0; �00 (1) > 0 and in x = 0; 0� (0=0) = 0 and 0� (p=0) = p limu!1 � (u) =u. If we consider
� (x) = 1

2 (x� 1)
2 and � (x) = x log x � x + 1 we get the Pearson and the deviance residuals,

respectively.

In this work, we focus on the family of residuals obtained considering the parametric family
� = �(�) proposed by Cressie and Read [1]

�(�) (x) =
1

� (�+ 1)

�
x�+1 � (x� 1)�

�
; � 6= 0; � > �1

and

�(0) (x) = lim
��!0

�(�) (x) = xlogx� x+ 1:

Note that the residuals c
�(0)
ij and c

�(1)
ij are the deviance and Pearson residuals, respectively.

Let c�i be the ti � 1 vector of the ith subject residual vector with jth component, c
�
ij : Let

Mi = I�Hi be the asymptotic covariance matrix of c
�
i ;

where

Hi =W
1
2
i XiJ1X

T
i W

1
2
i

Int. Statistical Inst.:  Proc. 58th World Statistical Congress, 2011, Dublin (Session CPS047) p.5072



with

Wi = �iV
�1
i �i; �i = diag

�
d�i
d�Ti

�
and

J1 =

"
nX
i=1

�
@�i
@�

�T
V̂i

�1@�i
@�

#�1
:

WhenMi is known and the mean model is correct, q
�
i =

�
c�i

�T
M�1
i c�i ; i = 1; :::; n; are approximately

distributed as a �2 with ti degrees of freedom. That is,

q�i =
�
c�i

�T
M�1
i c

�
i � �2 (ti) :

When the number of responses from the same subject is equal to t for all i, we can construct a
Q-Q plot easily with observed q�i using the �

2�distribution. Let q�(1) � ::: � q�(n) be ordered values of

q�i : Then, q
�
i ; is in fact the empirical 100�

i

n
percentile, and from the �2�distribution with t degrees

of freedom, we can obtain the corresponding quantiles  (1) � ::: �  (n): Then, the Q-Q plot is the

graph of
�
q�(i);  (i)

�
from which we can investigate the model �t and identify outliers.

4 Example for Binary responses

Koch et al. [5] presented a longitudinal study comparing a new drug and a standard drug for patients
with both mild and severe mental depression. Patients in each diagnosis group are randomly assigned
to two drugs and their condition is evaluated as normal (N) or abnormal (A) at the end of one week,
two weeks, and four weeks of continuous treatment. Koch et al. [5] used time (0; 1; 2) ; the logs to
base 2 of week numbers (1; 2; 4) for time as covariates. This dataset is shown in Table 1.

Table 1. Depression data

Tabulation of Responses for 3 times for diagnoses and treatment

Response pro�le at week 1 vs 2 vs week 4
Diag Treatment NNN NNA NAN NAA ANN ANA AAN AAA Total
Mild Standard 16 13 9 3 14 4 15 6 80
Mild New drug 31 0 6 0 22 2 9 0 70
Severe Standard 2 2 8 9 9 15 27 28 100
Severe New drug 7 2 5 2 31 5 32 6 90

We consider the same models proposed by Oh et al. [3]

Model 1: log it(�ij) = �0;

Model 2: log it(�ij) = �0+�1�Trt;
Model 3: log it(�ij) = �0+�1�Trt+ �2�Diag;
Model 4: log it(�ij) = �0+�1�Trt+ �2�Diag + �3�Time

We �t a GEE model with an exchangeable correlation structure.
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Figures 1-4 show the Q-Q plots based on �(�1=2)�divergence residuals, �(0)�divergence residuals
(Deviance residuals), �(2=3)�divergence residuals and �(1)�divergence residuals (Pearson residuals)
for Model 4, Model 3, Model 2 and Model 1, respectively.
Note that the Q-Q plot based on �(�1=2)�divergence residuals has an erratic behavior. Model 4 is
the closest to the y = x. Although the Q-Q plots for �(2=3)�divergence residuals and �(0)�divergence
residuals (Deviance residuals) in Figure 1, are more apart from y = x line than that of the Pearson
residuals (�(1)�divergence residuals), they consistently show than the Model 4 is the most suitable.

Figure 1. Q-Q plots for the depression data for Model 4.

Figure 2. Q-Q plots for the depression data for Model 3.

Therefore, Pearson residuals provide a closer �2�distribution when the model �ts the data well.
The second best alternative is to use �(2=3)�divergence residuals. However, to detect poor models,
the use of a Q-Q plot based on �(2=3)�divergence residuals is most e¤ective as can be seen in Figure
2 than that based on Pearson residuals. Also both residuals are quite similar for Models 3 and 4 (see
Figures 3 and 4).

In summary, the new Q-Q plot based on �(2=3)�divergence residuals is at least as e¢ cient as
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the Q-Q plot based on Pearson residuals. Nevertheless, further research is necessary.

Figure 3. Q-Q plots for the depression data for Model 2.

Figure 4. Q-Q plots for the depression data for Model 1.
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