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The main focus of this paper is to derive exact expressions for the distributions of the product of

determinants of existing and new noncentral bimatrix variate beta distributions with bounded domain.

This is done by first deriving the product moment of the corresponding noncentral bimatrix variate

beta distribution followed by Mellin and inverse Mellin transforms.

A large variety of hypothesis tests in multivariate analysis make use of the likelihood ratio method

to derive appropriate test criteria. Several of the test statistics used are functions of the determinant

or product of determinants of matrix or bimatrix beta variates respectively (see Kshirsagar, 1972;

Anderson, 1984). The best known test statistic in multivariate analysis is the Wilks’ statistic (Wilks,

1932) defined as

Λ ≡

∣∣∣∣
S

S +B

∣∣∣∣ = |U |

with S and B two independent (p× p)Wishart matrices, i.e. S ∼Wp (n, Ip) and B ∼Wp (m, Ip;Θ),

n,m ≥ p and Θ the noncentrality parameter. Note that U = (S +B)−
1

2 S (S +B)−
1

2 has the

noncentral matrix variate beta type I distribution. The distribution under the nonnull hypothesis is of

importance when calculating the power of the test and Bekker, Roux and Arashi (2011) gave an exact

expression for the nonnull distribution of the Wilks’ statistic.

Firstly, we discuss the product of determinants of matrix variates having the noncentral bimatrix

variate beta type IV distribution. Let Si ∼Wp (ni, Ip), i = 1, 2, and B ∼Wp (m, Ip;Θ) independent,

then X = (X1 :X2)
′
, where Xi = (Si +B)

−
1

2 Si (Si +B)
−
1

2 , i = 1, 2, has the noncentral bimatrix

variate beta type IV distribution. In this presentation we will derive the exact expression for the

density function of

(1) Λ1 ≡
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S2+B

∣∣∣∣ = |X1X2| .

Note that if B ∼ Wp (m, Ip) then X has the central bimatrix variate beta type IV distribution, also

known as the bimatrix variate generalised beta distribution (see Diaz-Garcia and Gutiérrez-Jáimez,

2010; Gupta and Nagar, 2009). For the latter case Bekker, Roux, Ehlers and Arashi (2011) derived

an exact expression for the density function of Λ1.
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Let Si ∼Wp (ni, Ip), i = 1, 2, and B ∼Wp (m, Ip;Θ) independent, and let

U i = (S1 + S2 +B)
−
1

2 Si (S1 + S2 +B)
−
1

2 , i = 1, 2, then the distribution of U = (U1 : U2)
′ is

known as the noncentral bimatrix variate beta type I distribution. The statistic

(2) Λ2 ≡
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arises when testing whether two normal populations are identical (Anderson, 1984). Building constant

factors into the covariance matrices of the Wishart matrix variates leads to a generalised statistic and

the definition of the noncentral bimatrix variate beta type V distribution. In this presentation the

density function for this proposed distribution is derived as well as the density function for Λ3, the

generalised statistic resulting from this.

The density functions of Λi, i = 1, 2, 3 are complemented with graphical representations in

the bivariate as well as the bimatrix case. Since exact expressions for the density functions of these

statistics are now available, it is also possible to derive exact confidence intervals. These distributions

add value to multivariate statistical analysis with specific reference to factors of Wilks’ statistics and

the product of generalised statistics.
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