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1 Introduction

The real representation of quaternion distributions made their debut in the statistical literature in
papers by Kabe ([7], [8], [9]). Rautenbach [13] and Rautenbach and Roux ([14], [15]) also utilised the
representation theory in their papers, and has been revived more recently by Teng and Fang [16].

In Section 2 a collection of fundamental mathematical results are presented for use in later
sections. Section 3 is first devoted to a review on the derivation of the p-variate quaternion normal
distribution, using the representation theory, after which the matrix-variate quaternion normal dis-
tribution is derived by generalising this approach. We conclude in Section 4 by illustrating how this
approach may be applied, for example how the quaternion Wishart distribution relates to its real
counterpart.

The real counterpart approach should not merely be seen as a collection of corollaries of the
work done in real normed division algebras (see for example [2],[3], [4], [10] and [11]), but rather as
a necessity for a thorough grip on the hypercomplex distribution theory.

2 Mathematical Preliminaries

Let R denote the field of real numbers, and Q the quaternion (Hamiltonion) division algebra over R,
respectively. Hence, every z ∈ Q can be expressed as

z = x1 + ix2 + jx3 + kx4,

where i, j, and k satisfy the following relations:

i2 = j2 = k2 = −1, ij = −ji = k, jk = −kj = i, ki = −ik = j

and where x1, x2, x3 ∈ R. The conjugate of a quaternion element is defined in a similar fashion to that
of a complex number, and is given by:

z̄ = x1 − ix2 − jx3 − kx4

Now let Mn×p(R) and Mn×p(Q) denote the set of all n × p matrices over R and Q, respectively. In
the case of square matrices, say p× p, this will be indecated by Mp(R) and Mp(Q) instead. Similar to
the scalar form above, any Z ∈Mn×p(Q) may be rewritten as:

Z = [zij ]n×p = X1 + iX2 + jX3 + kX4,

where zij ∈ Q, and X1, X2, X3, and X4 ∈Mn×p(R). X1 is the real part of Z, and will be denoted by
Re Z. By setting n = 1, this reduces to the vector form in an obvious way.
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We will denote the transpose of a matrix Z
n×p

as Z′ = Z
p×n

. The conjugate transpose of Z is

therefore given by

Z̄′ =
[
z̄′ij
]
p×n = X′1 − iX′2 − jX′3 − kX′4

and we say Z is Hermitian if Z̄′ = Z.
The vec operator is frequently used in expressions involving matrices of quaternions, see for

instance Li and Xue [11], and is defined as

vecZ =
[
Z ′1, . . . , Z

′
p

]′ ∈Mnp×1(Q),

where Zα ∈Mn×1(Q), α = 1, . . . , p are the columns of Z.
We will make use of the representation theory throughout this paper, and although quaternions

may be represented by real matrices in various ways, see for instance Teng and Fang [16], we will
use the representation employed by Kabe (for instance [7] and [9]) and Rautenbach [13]. Specifically
suppose that z = x1 + ix2 + jx3 + kx4 ∈ Q may be represented by z0 ∈M4(R), as

z0
4×4

=


x1 −x2 −x3 −x4

x2 x1 −x4 x3

x3 x4 x1 −x2

x4 −x3 x2 x1

 .
Now, if Z

n×p
∈ Mn×p(Q), i.e. the case where we have matrices with quaternion elements (or

vectors by setting n = 1), we have Z
n×p

= [zst] , where zst = x1st+ix2st+jx3st+kx4st ∈ Q, s = 1, . . . , n,

and t = 1, . . . , p. By an elementwise generalisation of our representation of the scalar, to the matrix
(or vector) form, we have

z0st
4×4

=


x1st −x2st −x3st −x4st

x2st x1st −x4st x3st

x3st x4st x1st −x2st

x4st −x3st x2st x1st


in other words, Z

n×p
may be represented with the real matrix Z0

4n×4p
as: Z0

4n×4p
= [z0st] .

Moreover, if we define the mapping

f

(
R

4p×4p

)
= Q

p×p
∀R ∈M4p(R),Q ∈ Q,

it was shown in Rautenbach [13] that f is a faithful representation. When R
4p×4p

∈ M4p(R) and

f(R) = Q ∈Mp(Q) then it will be indicated as R ' Q.
If Q ∈ Mp(Q) is a Hermitian positive definite matrix, then its eigenvalues λs, s = 1, . . . , p are

real and positive and there exists a Hermitian positive matrix, written as Q
1
2 such that Q = Q

1
2 Q

1
2 ,

see Teng and Fang [16]. For more technical results and a review on quaternion matrix algebra, see
Zhang [17].

The trace operator is frequently used in the symplification of expressions, and although the
multiplication of quaternions are noncommutative, we may go about it as follows, see Zhang [17].
Let Re tr(A) =tr(Re A) for A ∈Mp(Q), we have

(1)
Re tr(A) = 1

2tr(A + Ā′)
Re tr(AB) = Re tr(BA) ∀A,B ∈Mp(Q)
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Moreover, if A = Ā′ ∈Mp(Q), i.e. a Hermitian matrix, then this becomes

Re tr(A) = tr(A) =
p∑

α=1
λα,

where λ1, . . . , λp are the eigenvalues of A.
We now define some concepts specifically pertaining to the development of the quaternion dis-

tribution theory, and show how they interact with their real associated counterparts.
Let Z

n×p
= X1 + iX2 + jX3 + kX4 be a quaternion probability matrix. The associated real

probability matrix is given by

Z0
n×4p

=
[
X′1,X

′
2,X

′
3,X

′
4

]
.

Definition 1 Let Z
n×p

= X1+iX2+jX3+kX4 be a quaternion probability matrix. The characteristic

function of Z is defined as

(2) φZ(T) = E
[
exp ι

2 tr
(
Z̄′T + T̄′Z

)]
,

where T
n×p

= T1 + iT2 + jT3 + kT4 is a quaternion matrix and ι is the usual imaginary complex unit.

If we let V = Z̄′T + T̄′Z, say, then it follows that V̄′ = T̄′Z + Z̄′T = V implying that V is
Hermitian and hence, from (1), the characteristic function may be written as

(3) φZ(T) = E
[
exp ι

2 Re tr
(
Z̄′T + T̄′Z

)]
= E

[
exp ιRe tr

(
Z̄′T

)]
In the case of a quaternion probability vector, Z

p×1
= X1 + iX2 + jX3 + kX4, (2) reduces to

(4) φZ(t) = E
[
exp

ι

2

(
Z̄
′
t+ t̄′Z

)]
,

where t
p×1

= t1 + it2 + jt3 + kt4 is a quaternion vector and ι is the usual imaginary complex unit. An

expression for the characteristic function of Z
p×1

in terms of Re tr can be derived in a similar fashion

as in (3) and is given by

φZ(t) = E
[
exp ιRe tr

(
Z̄
′
t
)]
.

The nature of the problem will determine the form of the characteristic function used in its derivation.
It now follows that

φZ(T) = E
[
exp ιRe tr

(
X′1T1 + X′2T2 + X′3T3 + X′4T4

)]
such that

(5) φZ(T) = φZ0(T0).

φZ0(T0) is the characteristic function of the associated real probability matrix, Z0
n×4p

= [X′1,X
′
2,X

′
3,X

′
4]

and further is T0
n×4p

= [T′1,T
′
2,T

′
3,T

′
4] a real matrix. It is therefore clear that the characteristic function

of a quaternion probability matrix is equivalent to the characteristic function of a n× 4p-variate real
probability matrix. A similar result holds for the special case in which n = 1, yielding a quaternion
probability vector.
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3 The quaternion normal distribution

The p-variate quaternion normal distribution forms the basis from which the quaternion distribution
theory is further developed, and will be discussed in Section 3.1.

In Section 3.2 we derive the probability density and characteristic function of the matrix-variate
quaternion normal distribution using the real representation thereof.

3.1 The p-variate quaternion normal distribution

In this section the approach of Kabe ([7], [8], [9]), Rautenbach [13] and Rautenbach and Roux ([14],
[15]) are followed in deriving the p-variate quaternion normal distribution. Although the results in
this section 3.1 are in general not new, it is shown how they relate to those given by Teng and Fang
[16].

Definition 2 Let

Z
p×1

= [Z1, . . . , Zp]
′ =


X11 + iX21 + jX31 + kX41

X12 + iX22 + jX32 + kX42

...
X1p + iX2p + jX3p + kX4p


be a quaternion probability vector with real associated probability vector

Z0
4p×1

= [X11, . . . , X1p, X21, . . . , X2p, X31, . . . , X3p, X41, . . . , X4p]
′ =

[
X ′1
1×p

, X ′2
1×p

, X ′3
1×p

, X ′4
1×p

]′
.

Then, Z has a p-variate quaternion normal distribution if Z0 has a 4p-variate real normal distribution.

Teng and Fang [16] used a different matrix structure for representing quaternions by matrices.
They supposed that Z

p×1
= X1 + iX2 + jX3 + kX4 may be represented by

Z00
4p×4

=



X1
p×1

X2
p×1

X3
p×1

X4
p×1

−X2
p×1

X1
p×1

−X4
p×1

X3
p×1

−X3
p×1

X4
p×1

X1
p×1

−X2
p×1

−X4
p×1

−X3
p×1

X2
p×1

X1
p×1


=

[
Y 1

4p×1
, Y 2
4p×1

, Y 3
4p×1

, Y 4
4p×1

]
.

Thus the conjugate Z̄
p×1

= X1 − iX2 − jX3 − kX4 of Z
p×1

may be represented as

Z̄00
4p×4

=



X1
p×1

−X2
p×1

−X3
p×1

−X4
p×1

X2
p×1

X1
p×1

X4
p×1

−X3
p×1

X3
p×1

−X4
p×1

X1
p×1

X2
p×1

X4
p×1

X3
p×1

−X2
p×1

X1
p×1


=

[
Y ∗1

4p×1
, Y ∗2
4p×1

, Y ∗3
4p×1

, Y ∗4
4p×1

]
.

From this it is clear that Z0 = Y ∗1. Teng and Fang [16] showed that any of the Y s, s = 1, 2, 3, 4 may be
used to arive at the same form of the probability density function for the p-variate quaternion normal
distribution.
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The covariance matrix Σ of Z relates to its real associated covariance matrix Σ0, i.e. the
covariance matrix of Z0, in the following way:

(6)

Σ0
4p×4p

= cov (Z0, Z
′
0) = E

[(
Z0 − µZ0

)(
Z0 − µZ0

)′]
= 1

4


Σ1 −Σ2 −Σ3 −Σ4

Σ2 Σ1 −Σ4 Σ3

Σ3 Σ4 Σ1 −Σ2

Σ4 −Σ3 Σ2 Σ1


' 1

4 (Σ1 + iΣ2 + jΣ3 + kΣ4)

= 1
4cov (Z,Z ′)

where Σ1
p×p

is a real symmetric matrix, and Σ2
p×p

, Σ3
p×p

and Σ4
p×p

are skew symmetric matrices. Return-

ing to the Y s, s = 1, 2, 3, 4 defined by Teng and Fang [16], they showed that 1
4cov(Z,Z ′) 'cov(Y s, Y

′
s),

s = 1, 2, 3, 4.
In order to apply the representation theory discussed in Section 2, i.e. by an elementwise

expansion of the quaternion probability vector, we now rearrange the components of the real associated
probability vector as follows:

Z∗0
4p×1

= [X11, X21, X31, X41, . . . , X1p, X2p, X3p, X4p]
′ .

The components of µ
0

and Σ0 are rearranged accordingly in forming µ∗
0

4p×1

and Σ∗0
4p×4p

respectively, and

now yield the pdf of Z∗0 as

(7) fZ∗
0
(z∗0) = (2π)−

1
2
(4p) {det Σ∗0}

− 1
2 exp

{
−1

2

(
z∗0 − µ∗0

)′
Σ∗0
−1
(
z∗0 − µ∗0

)}
for z∗0 ∈ B∗0 =

{
z∗0 = [x11, x21, x31, x41, . . . , x1p, x2p, x3p, x4p]

′ ,−∞ < x1s, x2s, x3s, x4s <∞, s = 1, . . . , p
}
.

Since fZ0
(z0) = fZ∗

0
(z∗0) for all z0 and corresponding z∗0, we may use Z∗0 as real associated probability

vector when deriving the pdf of Z.

Theorem 3 (See Rautenbach and Roux [15].) Let Z
p×1

be a probability vector that has a p-variate

quaternion normal distribution, with E [Z] ≡ µ and Σ ≡ [σst] as given in (6). The pdf of Z
p×1
∼

QN(p;µ,Σ), is given by:

fZ(z) = 22pπ−2p (det Σ)−2 exp
{
−2
(
z − µ

)′Σ−1
(
z − µ

)}
where z ∈ B =

{
z = [z1, . . . , zp]

′ : zs = x1s + ix2s + jx3s + kx4s,−∞ < x1s, x2s, x3s, x4s <∞, s = 1, . . . , p.
}

Theorem 4 (See Rautenbach and Roux [15].) The characteristic function of Z
p×1
∼ QN(p;µ,Σ), is

given by:

(8) φZ(t) = exp
{
ι

2
(
µ̄′t+ t̄′µ

)
− 1

8
t̄′Σt

}
for every quaternion vector t

p×1
and ι the usual imaginary complex unit.

3.2 The matrix-variate quaternion normal distribution

We now turn our attention to the derivation of the matrix-variate quaternion normal distribution
by expanding our results of the previous section. Once again our goal is to emphasise the relation-
ship between the real associated form and its resultant counterpart. The relationship between the
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characteristic function of the matrix-variate quaternion normal distribution and its real associated
counterpart will be established.

Theorem 5 Let Zα
p×1

, α = 1, . . . , n be n probability vectors each having a p-variate quaternion normal

distribution. Now, suppose (for α = 1, . . . , n, β = 1, . . . , p) that

Z
n×p

= [Zαβ] =

 Z11 . . . Z1p

...
. . .

...
Zn1 . . . Znp

 =


Z ′1
1×p
...
Z ′n
1×p

 =

[
Z(1)
n×1

, . . . , Z(p)
n×1

]

i.e. the rows of Z are QN(p;µ
α
,Σ) distributed, α = 1, . . . , n with dependence structure given by

R
n×n

not necessarily equal to In. It may be assumed without loss of generality that R is real-valued.

Similarly, define

µ
n×p

= [µαβ] , α = 1, . . . , n, β = 1, . . . , p.

Then

vecZ
np×1

=


Z(1)
n×1

...
Z(p)
n×1

 ∼ QN (np; vecµ,Σ⊗R)

i.e. a matrix-variate quaternion normal distribution where vecµ
np×1

=


µ

(1)
n×1

...
µ

(p)
n×1


(denote Z

n×p
∼ QN (n× p;µ,Σ⊗R)).

Proof. This proof will form part of the presentation or may be obtained from the authors.

We now establish the relationship between the characteristic function of the matrix-variate
quaternion normal distribution and that of its real associated matrix-variate normal distribution.

Theorem 6 Let Z
n×p
∼ QN (n× p;µ,Σ⊗R) as defined above. The characteristic function of Z is

given by

(9) φZ(T) = exp Re tr
{
ιµ̄′T− 1

8
ΣT̄′RT

}
where T

n×p
∈Mn×p(Q) and where ι is the usual complex unit.

Proof. This proof will form part of the presentation or may be obtained from the authors.

Note that φZ(T) = exp Retr
{
ιµ̄′T− 1

8ΣT̄′RT
}

= exp tr
{
ιµ∗0
′T∗0 − 1

2Σ∗0T
∗
0
′RT∗0

}
= φZ∗

0
(T∗0),

satisfying (5).
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4 Applications illustrating the role of the quaternion normal distri-

bution

Is it possible to find the density function of the quaternion Wishart matrix from the real associated
Wishart matrix?

In this section, questions that generally arise in distribution theory will be addressed. The
quaternion Wishart distribution will be derived from the real matrix-variate normal distribution asso-
ciated with the matrix-variate quaternion normal distribution by which it is defined. We once again
emphasise the link between the characteristic functions of the quaternion and real associated Wishart
distributions.

Kabe ([7], [8], [9]) derived the hypercomplex Wishart distribution directly from the hypercom-
plex normal distribution using the Q generalized Sverdrup’s lemma. Teng and Fang [16] showed that
the maximum likelihood estimator Σ̂ of Σ followed a quaternion Wishart distribution. They used
a Fourier transform on the results given by Andersson[1] to yield explicit expressions for the prob-
ability density and characteristic functions of the quaternion Wishart distribution. The non-central
quaternion Wishart distribution was discussed by Kabe [9], while Li and Xue [11] derived the singular
quaternion Wishart distribution. More technical results, specifically regarding Selberg-type squared
matrices, gamma and beta integrals are found in the paper by Gupta and Kabe [6].

Theorem 7 Let Z
n×p
∼ QN (n× p; 0,Σ⊗ In). Then for n ≥ p, W = Z̄′Z is said to have the quater-

nion Wishart distribution with n degrees of freedom, i.e. W ∼ QWp (n,Σ), with density function
given by

(10) f(W) =
22np

QΓp(2n) (det Σ)2n
exp

{
−2 Re tr

(
Σ−1W

)}
det (W)2n−2p+1 ,

with W = W̄′ > 0 and where QΓp (·) is the multivariate quaternion gamma function, as given in [5].

Proof This proof will form part of the presentation or may be obtained from the authors.
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[2] J.A. Dı́az-Garćıa, R. Gutiérrez-Jáimez. Random matrix theory and multivariate statistics,
(2009).ArXiv:0907.1064v1 [math.ST].

[3] I. Dimitriu and A. Edelman. Matrix models for beta ensembles, J. Math. Phys. 43(11) (2002) 5830-5847.

[4] A. Edelman and B. D. Sutton, The beta-Jacobi matrix model, the CS decomposition and generalized
singular value problems, Fund. Comput. Math. 8(2) (2008) 259-285.

[5] K.I. Gross and D.S.P. Richards. Special functions of matrix argument I: Algebraic induction, zonal poly-
nomials, and hypergeometric functions, Transactions of the American Mathematical Society 301(2) (1987)
781-811.

[6] A. K. Gupta and D.G. Kabe. Selberg-type squared matrices gamma and beta integrals, European Journal
of Pure and Applied Mathematics, 1(1) (2008) 197-201.

[7] D.G. Kabe. Q generalized Sverdrup’s lemma. The Canadian Journal of Statistics/La Revue Canadienne
de Statistique, 4(2) 1976 221-226.

Int. Statistical Inst.:  Proc. 58th World Statistical Congress, 2011, Dublin (Session CPS009) p.4007



[8] D.G. Kabe. On some inequalities satis ed by beta and gamma function, Suid-Afrikaanse Statistiese Tydskrif
12 1978 25-31.

[9] D.G. Kabe. Classical statistical analysis based on a certain hypercomplex multivariate normal distribution,
Metrika 31(1) 1984 63-76.

[10] F. Li and Y. Xue. Zonal polynomials and hypergeometric functions of quaternion matrix argument, Com-
munications in Statistics-Theory and Methods 38(8) (2009) 1184-1206.

[11] F. Li and Y. Xue. The density functions of the singular quaternion normal matrix and the singular quater-
nion Wishart matrix. Communications in Statistics-Theory and Methods 39(18) (2010) 3316-3331.

[12] M.L. Mehta. Random Matrices and the Statistical Theory of Energy Levels. New York: Academic Press,
1967.

[13] H.M. Rautenbach. Kwaternione-Ontwikkeling met Spesiale Verwysing na die Kwaternioonnormaalverdel-
ing. Doctoral thesis, University of South Africa, University of South Africa, Department of Statistics, South
Africa, June 1983. Unpublished doctoral thesis.

[14] H.M Rautenbach and J.J.J. Roux. Mathematical concepts for quaternions (wiskundige begrippe vir kwa-
ternione). Technical Report 83/7, University of South Africa, Pretoria, 1983.

[15] H.M Rautenbach and J.J.J. Roux. Statistical analysis based on quaternion normal random variables. Tech-
nical Report 85/9, University of South Africa, Pretoria, 1985.

[16] C.Y. Teng and K.T. Fang. Statistical analysis based on normal distribution of quaternion. 1997 Interna-
tional Symposium on Contemporary Multivariate Analysis and Its Applications, May 1997.

[17] F. Zhang. Quaternions and matrices of quaternions, Linear algebra and its applications 251(1997) 21-57.

Int. Statistical Inst.:  Proc. 58th World Statistical Congress, 2011, Dublin (Session CPS009) p.4008


