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Abstract

We study the gains in efficiency of multivariate regression compared to multiple

univariate regressions when the set of covariates are specific to each outcome. In par-

ticular, we analyze the situation where the outcomes share some of the covariates but

also depend on specific covariates not shared by all outcomes. We demonstrate that for

the coefficients associated with shared covariates there are efficiency gains, while for the

outcome-specific covariates the efficiency gains depend on the correlation between the

outcomes.

Introduction

In research problems, particularly in health research studies, it is common to col-

lect multiple outcomes in order, for example, to examine therapeutic efficacy, treatment

effectiveness or associations with various covariates of interest. For instance, in what

concerns major adverse cardiovascular events after stenting, where several variables are

measured in order to understand the outcome of interest, for instance myocardial infarc-

tion, vascular access site complications, stroke and contrast agent nephropathy to target

vessel revascularization.

A common approach, when multiple outcomes are present in a study, is to analyze each

outcome independently in a univariate framework, ignoring the most likely correlation

between the outcomes and the multivariate structure of the data. At first glance, this
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approach may seem less efficient than applying multivariate methods in the sense that

such approach ignores the additional information contained on the correlation between

the outcomes. Surprisingly, this is not always true. Zellner (1962) studied the general

case where each outcome has its own set of covariates and designated this approach as

Seemingly Unrelated Regression (SUR) models.

Considering the following setting:

Y1 = β1X1 + ε1
Y2 = β2X22 + ε2
...

Yk = βkXk + εk.

In his work, he showed that if the errors ε1, ..., εk are correlated, the estimates that are

obtained by modeling the outcomes jointly have smaller standard errors that the esti-

mates obtained by ordinary least squares (OLS), i.e., the estimates obtained by treating

the outcomes as independent and fitting each submodel separately. However, for the

particular case where X1 = X2 = ... = Xk this is no longer true. In fact, if the co-

variates are the same for all the outcomes, the maximum likelihood estimates (MLE)

obtained in the joint model are exactly the OLS despite the correlation between the

error terms or, in other words, the correlation does not carry any additional information

for the estimators.

Our aim is to study the mixed situation where some covariates are shared by all outcomes

but some others are unshared. We show the analytical estimates for the parameters as-

sociated with share and unshared covariates and present a Monte Carlo simulation for

different settings.

The mix setting

To find appropriate constrains to the parameters we study the relationship of the

gain/loss of efficiency of coefficients estimates in sets of equations of multiple multivariate

regression when one or more covariates are correlated.

Consider the multivariate linear model:

Y = βTZ + γTX + ε,

ε ∼ MVN(0,Σ)

where, Zj = (Zj1, ..., Zjkjw
) represent the vector of each outcome specific covariate for

the jth-outcome and X = (X1, ..., Xkz) the kz shared covariates by all outcomes.

Considering what was previously reported, we want to develop a multivariate model

that takes into account the potential correlation between the error terms when one or

more covariates are correlated and study the hypothetical gains in the efficiency (SUR

compared with OLS) in unshared covariates and shared covariates coefficients estimates.

We consider a set of individual linear multiple regression equations, each one explain-
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ing a particular outcome. However this model is not appropriate if the outcomes are

associated with different covariates. In this case all equations should be considered si-

multaneously taking into account the covariance structure of the residuals (Zellner, 1962;

Srivastava, 1973).

In answering how much efficiency is gained by using GLS instead of OLS, Zellner(1962)

has shown that there were gains in efficiency of SUR model over separate equation by

equation. That efficiency would be attained when contemporaneous correlation between

the disturbances is high and explanatory variables in different equations are uncorre-

lated. He found that definite gains are obtained for all sample sizes when ρ > 0.3 where

ρ is the contemporaneous correlation for the disturbances in the two equations, as well

as the correlation increases, the relative efficiency decreases.

We obtained similar parameters estimators for both the approaches. In the unshared

covariates, MSE for the parameters was smaller using multivariate approach when com-

pared with univariate in the case correlation was high, i.e., SUR was more efficient than

OLS. Concerning the shared covariates, SUR and OLS performed the same and, so,

there was no gain in efficiency.

Simulation

We performed a Monte Carlo simulation study to investigate the efficiency for

estimates obtained by the multivariate regression and multiple univariate regressions

models. Three simulations studies were conducted, in such a way that sample size was

small (n = 50), medium (n = 500) or large(n = 1000) and error correlation varied from

0.0 till 0.9. In each of the three simulation studies, data is generated randomly and the

methods are compared.

For each level of correlation 10000 independent samples were generated and data were

modeled using an univariate approach, ignoring the correlation between the outcomes

and with multivariate approach, assuming the correlation between the outcomes.

This simulation study is a three-equation model with correlated errors and, to compare

the different methods empirically, we simulated data in two different ways, considering

different values of correlations between the errors, for which the true regression coeffi-

cients were known.

We aimed to investigate efficiency for estimates obtained by the univariate and SUR

models in the particular case, where z is a shared covariate for all outcomes and X is a

specific covariate:

Ŷ1 = β̂0 + β̂1X1 + β̂2Z

Ŷ2 = β̂3 + β̂4X2 + β̂5Z

Ŷ3 = β̂6 + β̂7Z.
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The error term is independently and identically distributed as ε ∼ MVN(0,Σ).

Table 1 shows the means of the estimates for the regression parameters using simulated

data with different levels of correlation (ρ = 0.0; 0.5; 0.9) between the outcomes. The

parameters estimates were similar for all the approaches, both for the situation of shared

and specific covariates for the outcomes. The empirical standard errors were obtained

by computing the standard deviation of the MLEs for the regression parameters for the

set of the simulation. These values were similar to the average of the standard errors

obtained in each simulation.

When the outcomes share the same covariates, coefficients for the shared parameters

showed no gains in efficiency of SUR estimator compared with OLS estimator. On the

other hand, concerning the parameters for the specific covariates, on the analysis of

efficiency of the SUR estimates compared with the equation by equation estimates we

obtained efficiency gain. Nevertheless that gains were obtained when the residuals cor-

relation was hight (above 0.6 approximately). Moreover, that gain was only about 10%.

ρ β̂0 β̂1 β̂2 β̂3 β̂4 β̂5 β̂6 β̂7

0,0 1,007 1,039 1,001 1,012 1,053 1,000 1,000 1,000

0,5 1,000 1,016 1,002 1,000 1,014 1,001 1,000 1,000

0,9 0,988 0,957 1,000 0,982 0,928 1,000 1,000 1,000

Table 1: Mean Square error (MSE) from the simulation study: ratio of the MSE of the

multivariate models to the univariate models. Results obtained from 10000 samples of

size 1000 for each correlation level.

Conclusion

In the setting of the seemingly unrelated regressions and for the particular case of

common set of covariates associated with the outcomes, the OLS is still the best linear

unbiased estimator, despite the correlation between the outcomes. The estimates of the

parameters associated with the specific covariates of each outcome show a small gain in

efficiency when compared with the univariate approach, however only for high correlation

(above 0.6 approximately) between the outcomes, i.e. SUR is more efficient than OLS.

This suggests that if one foresees that different covariates may be associated with the

outcomes, the multivariate approach offers advantages. Our result is a combination of

these two methods.
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