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Abstract:  
In this talk, we consider the thresholded sparse principal component analysis (TSPCA) in 
high-dimensional settings. We first illustrate that the TSPCA gives a preferable performance 
for high-dimensional data if one can find a suitable threshold value. In other words, the 
performance of the TSPCA heavily depends on a selected threshold value. In this talk, we 
propose a new sparse estimator of PC directions by using the noise-reduction methodology. 
We show that the proposed sparse estimation holds consistency properties without 
depending on any threshold values. we investigate the performance of the proposed TSPCA 
in simulations. We also give the estimation of shrinkage PC directions and its application to 
the clustering. Finally, we investigate the performance of the estimated shrinkage PC 
directions in actual data analyses. 
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